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1. Research Statement 

Virtual Reality is becoming more affordable and will soon 

become ubiquitous within society. However, currently the 

technology is not there yet, as virtual reality can pose security 

and privacy risks to a user which they may not be aware of. 

   In Virtual Reality, information is always being collected, 

even when the user may believe the headset is turned off [1, 

2]. Modern day headsets, are “always on” [1, 2]. This allows 

for companies to gain access to data without proper consent 

from the users or bystanders around the headset [2]. This data 

can be sold to third parties [2, 3], used for internal data ana-

lytics [5] or even stolen through a man in the middle attack. 

With the sheer quantity of data being collected, it is very 

plausible that the collection of virtual reality data may even 

lead to adjustments of quality, pricing of items and targeted 

advertisements [2, 5]. 

    The attacks and misuse of infrared sensors data on the 

Head Mount Display (HMD) also pose a real threat to a user’s 

security and privacy [2].  An individual could become a vic-

tim to blackmail, due to the clarity of the infrared image. For 

example, the appearance, facial expressions [4] and the sur-

roundings [2], can be seen with sufficient detail which could 

lead to non-consensual data collection of both the user and 

their environment. 

 

2. Future Work 

Clear research exists into effectively communicating security 

issues using a digital medium [6, 7, 8] but none of the meth-

ods were formulated with the considerations of virtual reality 

in mind. For example, the immersion of the user when in a 

virtual environment, eye movement hotspots, the need to 

physically move around to interact or how to account for and 

protect bystanders. The methods and guidelines fail to ex-

plore and take full advantage of the capabilities available 

within a virtual environment.  

    We have yet to provide methods to communicate to a user 

within virtual reality, when their data is being collected or if 

a security vulnerability is present. This project aims to 

preserve a users’ cyber security and privacy when using vir-

tual reality. This will be achieved by taking advantage of the 

capabilities seen within virtual reality to develop novel meth-

ods of identifying threats and communicating security and 

privacy information to a user. This work will contribute to 

creating an environment that supports virtual reality users to 

inform and more importantly, provide knowledge to protect 

them-selves from security vulnerabilities and data that is be-

ing collected potentially without the users’ prior knowledge 

or consent. 
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